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In this paper, we present a novel algorithm for multi-frame motion seg-
mentation problem under the affine camera model. The algorithm is based
on a mixture-of-subspace model, which describes the multi-body motions
in a unified style. Using this model, the motion segmentation problem
can be formulated as a maximum a posteriori estimation (MAPE) prob-
lem taking account of model complexity. To solve this problem, a list
of candidate motion models is generated by a certain scheme. Then the
problem is converted into a linear programming problem and therefore
can be effectively solved.

Ref. [1] assumes that trajectories from a single rigid motion lie in a
linear subspace of R2F with dimension between two and four. Denote the
dimension of the motion by r, then we can use a set of orthonormal vectors
C = {ui}r

i=1 to completely represent a motion model. The orthonormal
vectors can be obtained from the first r left singular vectors of U by SVD
factorization [2],

W = U2F×2F Σ2F×PV T
P×P. (1)

To describe multibody motions, we define indicator variables Li j,(i =
1, . . . , p; j = 1, . . . ,K), of which Li j = 1 means the ith trajectory belongs
to the jth model, and Li j = 0 otherwise. Then a mixture of subspace model
can be formulated for each trajectory wi as follows,

∑
K
j=1 Li jd(wi,C j) = 0,

s.t. ∑
K
j=1 Li j = 1,Li j ∈ {0,1},

(2)

If the number of motions K is known, then the maximum a posteriori
estimation (MAPE) method can be used to solve C j and Li j.

Assume the noises are of Gaussian distribution, and the standard devi-
ation of noise on the jth model is σ j . Given motion models {C j} j=1,...,K ,
memberships Li j, and the prior probability of C j and Li j, under the inde-
pendent assumption, we can reach the following log-MAPE cost function,

max
C,L,K

lnL = max
C,L,K

ln p(C j,Li j, i = 1, ...,P; j = 1, ...,K|wi, i = 1, ...,P)

= max
C,L,K

∑
P
i=1(ln(p(wi|C j,Li j, j = 1, ...,K))+ ln(p(C j,Li j)))

= min
C,L,K

∑
P
i=1 ∑

K
j=1 Li j(

d2(wi,C j)
2σ2

j
+ ln(σ j)− ln p(C j,Li j))

(3)

Using MAPE assumes that the number of motions K is known as a priori
and motions with different dimensions are equal. However, in practice,
K is usually unknown, and the motions with different dimensions cannot
be treated as the same. The log-likelihood cost function certainly rises
when K grows or the dimension of motions increases. Hence, a tradeoff
between fitting error and model complexity should be adopted. Several
criteria can touch this purpose, e.g. Akainke information criterion (AIC)
and Bayesian information criterion (BIC) [4]. Then we can obtain the cost
function as,

J =− lnL+α ∑
K
j=1 Pr j (4)

where Pr j indicates the complexity of the jth model, and α is a penalizing
factor. In this work, since the two parts of the cost function are at similar
scale level, α may be chosen from 0.1 to 10. Therefore, we reach the
following penalized MAPE problem:

min
C,L,K,r

P

∑
i=1

K

∑
j=1

Li j(
d2(wi,C j)

2σ2
j

+ ln(σ j)− ln p(C j,Li j))+α

K

∑
j=1

Pr j

s.t.K ≥ 1,K ∈ Z,∑
K
j=1 Li j = 1,Li j ∈ {0,1},r j = {0,2,3,4}.

(5)

Eq.(5) is a combinatorial optimization problem, which is NP hard. In
this paper, a method based on linear programming relaxation is adopted
to solve the problem.

Revisit the cost function of Eq.(5). Suppose that somehow we have
already obtained a list of candidate motion models Φ{C1, . . . ,CN}, and
the K true motions are contained by the list. Define indicating variables
x j with x j = 1 if the jth candidate motion is a true motion and x j = 0
otherwise. Obviously we have x j = max1≤i≤P{Li j}. Denote the rank of
the jth candidate motion by r j, and then the cost function of Eq.(5) can
be rewritten as,

min
C,L,x

∑
P
i=1 ∑

N
j=1 Li j(

d2(wi,C j)
2σ2

j
+ ln(σ j)− ln p(C j,Li j))

+αP(2∑{ j:r j=2} x j +3∑{ j:r j=3} x j +4∑{ j:r j=4} x j)
(6)

The terms of d2(wi,C j) , σ j and prior probability p(C j,Li j) can all be
pre-computed and they together can be considered as coefficients of the
variables Li j. Now the problem becomes linear to the unknown variables
L and x.

Then we exploit the idea of continuous relaxation, which is a popu-
lar technique in Operational Research [3]. Thus we obtain the ultimate
optimization problem:

min
C,L,x

P

∑
i=1

N

∑
j=1

Li jd̂2(wi,C j)+αP(2 ∑
{ j:r j=2}

x j +3 ∑
{ j:r j=3}

x j +4 ∑
{ j:r j=4}

x j)

s.t. ∑
N
j=1 Li j = 1,∀i;

Li j ≤ x j,∀i, j;
0 ≤ Li j ≤ 1, 0 ≤ xi j ≤ 1,∀i, j,

(7)
where d̂2(wi,C j) = d2(wi,C j)

2σ 2
j

+ ln(σ j)− ln p(C j,Li j) is normalized dis-

tance between wi and the C j . And the constraint Li j ≤ x j is from x j =
max1≤i≤P{Li j} by certain algebraic transformation.

Some highlights of the proposed method include:

1. Using mixture of subspace model to describe the multi-body mo-
tions makes the following unified formulation possible.

2. The proposed method uses penalized MAPE as the segmentation
criterion. Since the prior probabilities of the candidate models are
introduced, the MAP estimator is potentially more effective than
the conventional maximum likelihood estimator. In addition, the
number of motions can be automatically estimated using model
complexity penalizing.

3. The assumption that the noises are not the same among candidate
motion models is more reasonable than the constant noise asser-
tion.

4. Linear programming can guarantee that the solutions are the best
combination from the candidate motion models. Also it can easily
incorporate other prior knowledge, e.g. the number of motions.
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